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Background (Click on the text to edit)Introduction
Quantitative bone single-photon emission computed tomography 
(QBSPECT) has the potential to provide a better quantitative 
assessment of bone metastasis than planar bone scintigraphy due 
to its ability to better quantify activity in overlapping structures. An 
important element of assessing the response of bone metastasis is 
accurate image segmentation. However, limited by the properties of 
QBSPECT images, the segmentation of anatomical regions-of-
interests (ROIs) still relies heavily on the manual delineation by 
experts. This work proposes a fast and robust automated 
segmentation method for partitioning a QBSPECT image into 
lesion, bone, and background. Specifically, we present a new 
unsupervised segmentation loss function and its semi- and 
supervised variants for training a convolutional neural network. 
The method can operate in unsupervised, semi-supervised, or 
fully-supervised modes depending on the availability of annotated 
training data.

Objective
We aim to develop a fully automated method for partitioning voxels 
into back-ground, lesion, and bone in QBSPECT images. To this end, 
we propose a set of loss functions for training segmentation 
convolutional neural networks (ConvNets). The loss functions are 
based on the classical Fuzzy C-means (FCM) algorithm [1]. An 
important property of the proposed loss functions is that they 
incorporate the fundamental idea of fuzzy clustering, where the 
amount (fuzziness) of the overlap between segmentation classes is 
controlled via a user-defined hyperparameter. 

Materials & Methods

We propose to model the membership functions, u, in the
objective function of Robust FCM [2] by using the softmax output
of the last layer of the ConvNet model, 𝑓𝑓(𝒚𝒚; 𝜃𝜃), using:
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where 𝑓𝑓𝑗𝑗𝑘𝑘(𝒚𝒚;𝜃𝜃) is the 𝑘𝑘𝑡𝑡𝑡 channel softmax output from the
ConvNet at location 𝑗𝑗, 𝑞𝑞 controls the fuzzy overlap between classes, 
𝑣𝑣𝑘𝑘 is the class mean, and 𝛽(𝑓𝑓𝑗𝑗𝑘𝑘

𝑞𝑞 𝒚𝒚;𝜃𝜃 ) is a noise regularizing term:
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Where term 𝑁𝑁𝑗𝑗 represents the neighboring voxels of
voxel 𝑗𝑗, 𝑀𝑀𝑘𝑘 is a set containing {1, … ,𝐶𝐶}\{𝑘𝑘} (i.e., class numbers 
other than k). 

While networks trained using unsupervised loss functions 
can be more robust to test images from an "unseen" domain, their 
performances are generally limited due to the sole dependence on 
intensity information. We propose to train a ConvNet using both 
supervised and unsupervised loss functions so that the network 
can consider the intensity statistics in an individual image while 
embracing the supervised information provided by the ground 
truth 𝑔𝑔. The proposed FCM-based supervised loss is defined as:
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The final semi-supervised loss can be written as:
ℒ𝑠𝑠𝑠𝑠𝑚𝑚𝑠𝑠−𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝛼𝛼 𝒚𝒚; 𝜃𝜃 = ℒ𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝒚𝒚;𝜃𝜃 + 𝛼𝛼ℒ𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝒚𝒚;𝜃𝜃 .
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Fig. 1. Schematic of the proposed method.

Results

Conclusions

The proposed algorithm was assessed on three datasets, where the 
training and a testing set consist of the attenuation maps 
generated from the XCAT [3] phantom and their corresponding 
simulated SPECT images; another testing set is a set of clinical 
SPECT/CT bone scans obtained from an institutional-review-
board-approved protocol. It is important to mention that the 
networks were trained using purely simulated images. We 
compared the results obtained using the proposed loss functions 
with those from two widely used supervised loss functions, Dice 
loss (ℒ𝐷𝐷𝐷𝐷𝑅𝑅) and Cross-entropy loss (ℒ𝑅𝑅𝐶𝐶). We also compared the 
results to a newly proposed unsupervised loss function, Mumford-
Shah loss (ℒ𝑅𝑅𝐷𝐷) [4], and a semi-supervised variant of it. 
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In this work, we proposed a set of novel FCM-based loss functions 
for semi-, unsupervised, and supervised SPECT/CT segmentation 
using deep neural networks. An advantage of the proposed loss 
functions is that they enable the ConvNets to consider both voxel 
intensity and semantic information in the image during the training 
stage. The proposed loss functions also retain the fundamental 
property of the conventional fuzzy clustering, where the fuzzy 
overlap between the channels of softmax outputs can be adjusted 
by a hyperparameter in the loss function. Various experiments 
demonstrated that the model trained using a dataset of simulated
images generalized well and led to fast and robust segmentation on 
both simulated and clinical SPECT/CT images.

This work has been published by Medical Physics: [5]

SPECT Lesion

Method DSC Surface DSC

ℒ𝐷𝐷𝐷𝐷𝑅𝑅 0.356 0.177

ℒ𝑅𝑅𝐶𝐶 0.400 0.197

ℒ𝑠𝑠𝑠𝑠𝑚𝑚𝑠𝑠−𝑅𝑅𝐷𝐷
0.1 0.677 0.590

ℒ𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 0.363 0.213

ℒ𝑠𝑠𝑠𝑠𝑚𝑚𝑠𝑠−𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅0.1 0.747 0.788

Table 1. Quantitative evaluations on clinical SPECT/CT dataset.

Fig. 2. Qualitative comparisons of different unsupervised segmentation methods on 
simulated SPECT images with additive Gaussian noise.

Fig. 3. Qualitative comparisons of different loss functions on clinical CT images..
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Fig. 3. Qualitative comparisons of different loss functions on clinical SPECT images.
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